{

"cells": [

{

"cell\_type": "markdown",

"source": [],

"metadata": {

"id": "WH5deNkL0qcV"

},

"id": "WH5deNkL0qcV"

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "459862a7",

"metadata": {

"id": "459862a7"

},

"outputs": [],

"source": [

"from tensorflow.keras.models import Sequential\n",

"from tensorflow.keras.layers import Dense"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "9e544b88",

"metadata": {

"id": "9e544b88"

},

"outputs": [],

"source": [

"from tensorflow.keras.layers import Convolution2D\n",

"from tensorflow.keras.layers import MaxPooling2D\n",

"from tensorflow.keras.layers import Flatten"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "9f002c78",

"metadata": {

"id": "9f002c78"

},

"outputs": [],

"source": [

"from tensorflow.keras.preprocessing.image import ImageDataGenerator"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "30c41e3e",

"metadata": {

"id": "30c41e3e"

},

"outputs": [],

"source": [

"train\_datagen = ImageDataGenerator(rescale=1./255,shear\_range=0.2,zoom\_range=0.2,horizontal\_flip=True,vertical\_flip=True)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "e79891cc",

"metadata": {

"id": "e79891cc"

},

"outputs": [],

"source": [

"test\_datagen = ImageDataGenerator(rescale=1./255)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "457c5512",

"metadata": {

"id": "457c5512",

"outputId": "bca973cf-2afa-4bdf-c21d-b8946aa29745"

},

"outputs": [

{

"name": "stdout",

"output\_type": "stream",

"text": [

"Found 4317 images belonging to 5 classes.\n"

]

}

],

"source": [

"x\_train = train\_datagen.flow\_from\_directory(r\"D:\\Dataset\\flowers\\Training\",target\_size=(64,64),batch\_size=32,class\_mode=\"categorical\")"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "fc70422c",

"metadata": {

"id": "fc70422c",

"outputId": "4d59cbc1-e3cc-42ef-cc29-b54b1dbdf6e8"

},

"outputs": [

{

"name": "stdout",

"output\_type": "stream",

"text": [

"Found 4317 images belonging to 5 classes.\n"

]

}

],

"source": [

"x\_test = test\_datagen.flow\_from\_directory(r\"D:\\Dataset\\flowers\\Testing\",target\_size=(64,64),batch\_size=32,class\_mode = \"categorical\")"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "4da409a8",

"metadata": {

"id": "4da409a8",

"outputId": "657070fe-e76e-4047-b2d6-861a840d7128"

},

"outputs": [

{

"data": {

"text/plain": [

"{'daisy': 0, 'dandelion': 1, 'rose': 2, 'sunflower': 3, 'tulip': 4}"

]

},

"execution\_count": 9,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"x\_train.class\_indices"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "cf04f844",

"metadata": {

"id": "cf04f844"

},

"outputs": [],

"source": [

"model = Sequential()"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "13f7797e",

"metadata": {

"id": "13f7797e"

},

"outputs": [],

"source": [

"model.add(Convolution2D(32,(3,3),input\_shape=(64,64,3),activation='relu'))"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "581dc27f",

"metadata": {

"id": "581dc27f"

},

"outputs": [],

"source": [

"model.add(MaxPooling2D(pool\_size=(2,2)))"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "65d53415",

"metadata": {

"id": "65d53415"

},

"outputs": [],

"source": [

"model.add(Flatten())"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "254a3a31",

"metadata": {

"id": "254a3a31"

},

"outputs": [],

"source": [

"model.add(Dense(units=300,kernel\_initializer=\"random\_uniform\",activation=\"relu\"))"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "06055db3",

"metadata": {

"id": "06055db3"

},

"outputs": [],

"source": [

"model.add(Dense(units=200,kernel\_initializer=\"random\_uniform\",activation=\"relu\"))"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "0c601b22",

"metadata": {

"id": "0c601b22"

},

"outputs": [],

"source": [

"model.add(Dense(units=5,kernel\_initializer=\"random\_uniform\",activation=\"softmax\"))"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "250fad0b",

"metadata": {

"id": "250fad0b"

},

"outputs": [],

"source": [

"model.compile(loss=\"categorical\_crossentropy\",optimizer=\"adam\",metrics=[\"accuracy\"])"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "ca2dcb1d",

"metadata": {

"id": "ca2dcb1d",

"outputId": "641703cc-d918-4584-d3d8-9d57f91262fc"

},

"outputs": [

{

"name": "stderr",

"output\_type": "stream",

"text": [

"C:\\Users\\S.V.D.H.E.N.P\\AppData\\Local\\Temp\\ipykernel\_91844\\3505885595.py:1: UserWarning: `Model.fit\_generator` is deprecated and will be removed in a future version. Please use `Model.fit`, which supports generators.\n",

" model.fit\_generator(x\_train,steps\_per\_epoch=39,epochs=25,validation\_data=x\_test,validation\_steps=10)\n"

]

},

{

"name": "stdout",

"output\_type": "stream",

"text": [

"Epoch 1/25\n",

"39/39 [==============================] - 41s 772ms/step - loss: 1.4446 - accuracy: 0.3438 - val\_loss: 1.4007 - val\_accuracy: 0.4125\n",

"Epoch 2/25\n",

"39/39 [==============================] - 25s 649ms/step - loss: 1.2575 - accuracy: 0.4426 - val\_loss: 1.2572 - val\_accuracy: 0.4500\n",

"Epoch 3/25\n",

"39/39 [==============================] - 23s 582ms/step - loss: 1.2013 - accuracy: 0.4867 - val\_loss: 1.1840 - val\_accuracy: 0.5094\n",

"Epoch 4/25\n",

"39/39 [==============================] - 21s 527ms/step - loss: 1.0973 - accuracy: 0.5361 - val\_loss: 1.2075 - val\_accuracy: 0.4906\n",

"Epoch 5/25\n",

"39/39 [==============================] - 19s 491ms/step - loss: 1.0953 - accuracy: 0.5296 - val\_loss: 1.0235 - val\_accuracy: 0.5938\n",

"Epoch 6/25\n",

"39/39 [==============================] - 19s 481ms/step - loss: 1.0592 - accuracy: 0.5873 - val\_loss: 1.0561 - val\_accuracy: 0.5625\n",

"Epoch 7/25\n",

"39/39 [==============================] - 16s 416ms/step - loss: 1.0648 - accuracy: 0.5743 - val\_loss: 1.2361 - val\_accuracy: 0.5500\n",

"Epoch 8/25\n",

"39/39 [==============================] - 17s 439ms/step - loss: 1.0192 - accuracy: 0.6026 - val\_loss: 1.0726 - val\_accuracy: 0.5688\n",

"Epoch 9/25\n",

"39/39 [==============================] - 17s 429ms/step - loss: 1.0565 - accuracy: 0.5817 - val\_loss: 1.1160 - val\_accuracy: 0.5312\n",

"Epoch 10/25\n",

"39/39 [==============================] - 16s 412ms/step - loss: 0.9856 - accuracy: 0.6082 - val\_loss: 1.2276 - val\_accuracy: 0.4969\n",

"Epoch 11/25\n",

"39/39 [==============================] - 16s 406ms/step - loss: 0.9817 - accuracy: 0.5968 - val\_loss: 1.0653 - val\_accuracy: 0.6000\n",

"Epoch 12/25\n",

"39/39 [==============================] - 16s 408ms/step - loss: 0.9348 - accuracy: 0.6514 - val\_loss: 0.9196 - val\_accuracy: 0.6313\n",

"Epoch 13/25\n",

"39/39 [==============================] - 15s 390ms/step - loss: 0.8876 - accuracy: 0.6474 - val\_loss: 0.8719 - val\_accuracy: 0.6750\n",

"Epoch 14/25\n",

"39/39 [==============================] - 15s 389ms/step - loss: 0.9038 - accuracy: 0.6450 - val\_loss: 0.9047 - val\_accuracy: 0.6562\n",

"Epoch 15/25\n",

"39/39 [==============================] - 16s 398ms/step - loss: 0.9064 - accuracy: 0.6434 - val\_loss: 0.7802 - val\_accuracy: 0.6969\n",

"Epoch 16/25\n",

"39/39 [==============================] - 15s 387ms/step - loss: 0.8594 - accuracy: 0.6827 - val\_loss: 0.9983 - val\_accuracy: 0.6219\n",

"Epoch 17/25\n",

"39/39 [==============================] - 14s 369ms/step - loss: 0.9175 - accuracy: 0.6530 - val\_loss: 1.0273 - val\_accuracy: 0.6062\n",

"Epoch 18/25\n",

"39/39 [==============================] - 14s 368ms/step - loss: 0.8942 - accuracy: 0.6635 - val\_loss: 0.8612 - val\_accuracy: 0.6719\n",

"Epoch 19/25\n",

"39/39 [==============================] - 15s 374ms/step - loss: 0.8763 - accuracy: 0.6731 - val\_loss: 0.7874 - val\_accuracy: 0.7031\n",

"Epoch 20/25\n",

"39/39 [==============================] - 14s 363ms/step - loss: 0.8364 - accuracy: 0.6956 - val\_loss: 0.8431 - val\_accuracy: 0.6469\n",

"Epoch 21/25\n",

"39/39 [==============================] - 15s 371ms/step - loss: 0.8235 - accuracy: 0.6899 - val\_loss: 0.9080 - val\_accuracy: 0.6375\n",

"Epoch 22/25\n",

"39/39 [==============================] - 14s 364ms/step - loss: 0.8146 - accuracy: 0.6867 - val\_loss: 0.7422 - val\_accuracy: 0.7000\n",

"Epoch 23/25\n",

"39/39 [==============================] - 15s 373ms/step - loss: 0.8174 - accuracy: 0.6972 - val\_loss: 0.7344 - val\_accuracy: 0.7188\n",

"Epoch 24/25\n",

"39/39 [==============================] - 14s 359ms/step - loss: 0.8173 - accuracy: 0.6835 - val\_loss: 0.8216 - val\_accuracy: 0.6438\n",

"Epoch 25/25\n",

"39/39 [==============================] - 14s 360ms/step - loss: 0.7858 - accuracy: 0.7100 - val\_loss: 0.8219 - val\_accuracy: 0.6750\n"

]

},

{

"data": {

"text/plain": [

"<keras.callbacks.History at 0x188ae9f4d00>"

]

},

"execution\_count": 23,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"model.fit\_generator(x\_train,steps\_per\_epoch=39,epochs=25,validation\_data=x\_test,validation\_steps=10)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "f8e2caf3",

"metadata": {

"id": "f8e2caf3"

},

"outputs": [],

"source": [

"model.save(\"Flowers.h5\")"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "4b3cfc68",

"metadata": {

"id": "4b3cfc68"

},

"outputs": [],

"source": [

"from tensorflow.keras.models import load\_model"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "b041d7cc",

"metadata": {

"id": "b041d7cc"

},

"outputs": [],

"source": [

"from tensorflow.keras.preprocessing import image"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "87ae9f82",

"metadata": {

"id": "87ae9f82"

},

"outputs": [],

"source": [

"import numpy as np"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "4ed7373a",

"metadata": {

"id": "4ed7373a"

},

"outputs": [],

"source": [

"model = load\_model(\"Flowers.h5\")"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "50e05b06",

"metadata": {

"id": "50e05b06"

},

"outputs": [],

"source": [

"img = image.load\_img(r\"C:\\Users\\S.V.D.H.E.N.P\\Pictures\\Saved Pictures\\Daisy.jpg\",target\_size=(64,64))"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "e52eb154",

"metadata": {

"id": "e52eb154",

"outputId": "448754cd-2609-473a-96f5-10d24089433c"

},

"outputs": [

{

"data": {

"image/png": "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\n",

"text/plain": [

"<PIL.Image.Image image mode=RGB size=64x64 at 0x1E4A2EBEA60>"

]

},

"execution\_count": 6,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"img"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "a912e68f",

"metadata": {

"id": "a912e68f",

"outputId": "89ba3bdf-aa0d-4e59-8e5b-5d7267586a60"

},

"outputs": [

{

"data": {

"text/plain": [

"PIL.Image.Image"

]

},

"execution\_count": 7,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"type(img)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "25628852",

"metadata": {

"id": "25628852"

},

"outputs": [],

"source": [

"x = image.img\_to\_array(img)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "aeea8583",

"metadata": {

"id": "aeea8583",

"outputId": "ce84b91a-3d4c-4aa6-c090-da92bb5ee76b"

},

"outputs": [

{

"data": {

"text/plain": [

"array([[[0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" ...,\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.]],\n",

"\n",

" [[0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" ...,\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.]],\n",

"\n",

" [[0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" ...,\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.]],\n",

"\n",

" ...,\n",

"\n",

" [[0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [1., 1., 1.],\n",

" ...,\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.]],\n",

"\n",

" [[0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" ...,\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.]],\n",

"\n",

" [[1., 1., 1.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" ...,\n",

" [0., 0., 0.],\n",

" [0., 0., 0.],\n",

" [0., 0., 0.]]], dtype=float32)"

]

},

"execution\_count": 9,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"x"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "38aab9d8",

"metadata": {

"id": "38aab9d8",

"outputId": "7e484701-b608-4331-f059-8643f62090fc"

},

"outputs": [

{

"data": {

"text/plain": [

"(64, 64, 3)"

]

},

"execution\_count": 10,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"x.shape"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "93ff3a89",

"metadata": {

"id": "93ff3a89"

},

"outputs": [],

"source": [

"x = np.expand\_dims(x,axis=0)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "b66d60dd",

"metadata": {

"id": "b66d60dd",

"outputId": "888f104f-bd10-40b8-8589-adbf31869a52"

},

"outputs": [

{

"data": {

"text/plain": [

"(1, 64, 64, 3)"

]

},

"execution\_count": 12,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"x.shape"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "f6355cb8",

"metadata": {

"id": "f6355cb8",

"outputId": "0156ab3f-4f7b-467b-fe72-6d2f92c2420e"

},

"outputs": [

{

"name": "stdout",

"output\_type": "stream",

"text": [

"1/1 [==============================] - 0s 467ms/step\n"

]

}

],

"source": [

"pred\_prob = model.predict(x)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "867bca61",

"metadata": {

"id": "867bca61",

"outputId": "658df2e1-ed41-4411-93ba-8d1bf426ab73"

},

"outputs": [

{

"data": {

"text/plain": [

"array([[1., 0., 0., 0., 0.]], dtype=float32)"

]

},

"execution\_count": 14,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"pred\_prob"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "bef49c67",

"metadata": {

"id": "bef49c67"

},

"outputs": [],

"source": [

"class\_name=[\"Daisy\",\"Dandelion\",\"Rose\",\"Sunflower\",\"Tulip\"]\n",

"pred\_id = pred\_prob.argmax(axis = 1)[0]"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "a5a24636",

"metadata": {

"id": "a5a24636",

"outputId": "b1810bd9-cce1-42ba-befc-3426f15c9bfe"

},

"outputs": [

{

"data": {

"text/plain": [

"0"

]

},

"execution\_count": 16,

"metadata": {},

"output\_type": "execute\_result"

}

],

"source": [

"pred\_id"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "8757c2a0",

"metadata": {

"id": "8757c2a0",

"outputId": "4e2cdb5d-5137-4174-c21b-eb6931c57062"

},

"outputs": [

{

"name": "stdout",

"output\_type": "stream",

"text": [

"Predicted Flower is Daisy\n"

]

}

],

"source": [

"print(\"Predicted Flower is \",str(class\_name[pred\_id]))"

]

}

],

"metadata": {

"kernelspec": {

"display\_name": "Python 3 (ipykernel)",

"language": "python",

"name": "python3"

},

"language\_info": {

"codemirror\_mode": {

"name": "ipython",

"version": 3

},

"file\_extension": ".py",

"mimetype": "text/x-python",

"name": "python",

"nbconvert\_exporter": "python",

"pygments\_lexer": "ipython3",

"version": "3.9.12"

},

"colab": {

"provenance": []

}

},

"nbformat": 4,

"nbformat\_minor": 5

}